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a b s t r a c t 

Phase-measuring profilometry (PMP) measures per-pixel height information of a surface with high accuracy. Height information captured by a camera in PMP relies 

on its screen coordinates. Therefore, a PMP measurement from a view cannot be integrated directly to other measurements from different views due to the intrinsic 

difference of the screen coordinates. In order to integrate multiple PMP scans, an auxiliary calibration of each camera ’s intrinsic and extrinsic properties is required, 

in addition to principal PMP calibration. This is cumbersome and often requires physical constraints in the system setup, and multiview PMP is consequently rarely 

practiced. In this work, we present a novel multiview PMP method that yields three-dimensional global coordinates directly so that three-dimensional measurements 

can be integrated easily. Our PMP calibration parameterizes intrinsic and extrinsic properties of the configuration of both a camera and a projector simultaneously. It 

also does not require any geometric constraints on the setup. In addition, we propose a novel calibration target that can remain static without requiring any mechanical 

operation while conducting multiview calibrations, whereas existing calibration methods require manually changing the target ’s position and orientation. Our results 

validate the accuracy of measurements and demonstrate the advantages on our multiview PMP. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

Phase measuring profilometry (PMP) has been widely used for pro-

essional applications of highly accurate height measurements. A projec-

or in PMP illuminates a surface with a periodic sequence of sinusoidal

atterns. A per-pixel height profile can be then driven from phase shifts

f the sinusoidal patterns, captured by a camera. To obtain heights from

hase shifts, PMP calibration is an essential process that defines a geo-

etric relationship between the camera and the projector. 

The traditional PMP calibration is designed to measure height per

ixel from a captured image, i.e., the captured height information is

alid in screen coordinates of the camera, which cannot be easily inte-

rated to other views [1–4] . In order to integrate multiple PMP mea-

urements, an auxiliary calibration of the camera ’s extrinsic properties

s necessary. Xiao et al. [5] and Albers et al. [6] proposed a multiview

alibration method by applying an extrinsic calibration method to deter-

ine camera properties to calculate perspective projection. These pre-

ious methods rely on the traditional Zhang method [7] to obtain the

xtrinsic properties of cameras. They therefore inherit the fundamen-

al drawbacks of the Zhang method, whick requires multiple input im-

ges by mechanically changing the orientation of a checkerboard target,

 process that is cumbersome and undesirable for microscale profiling

ystems [5,6,8–13] . Alternatively, Liu et al. [14] , Zhu et al. [15] , Villa

t al. [16] and Gdeisat et al. [17] also introduced multiview PMP meth-

ds that can provide three-dimensional global coordinates without us-

ng the Zhang method. Instead, they still require additional calibration

rocess with changing the target positions or orientations using an ex-

ensive hardware such as a high-precision linear Z-stage. This process is
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herefore cumbersome and can cause unpredicted errors when mechan-

cally operating the target. 

In this work, we propose a novel PMP calibration method to address

hese practical issues of additional extrinsic calibration and mechanical

perations in state-of-the-art calibration approaches for achieving mul-

iview PMP [5,6,16,17] . Different from other methods, our integrated

MP calibration process allows us to measure not only height but also

 x, y ) coordinates in the three-dimensional global coordinates system,

llowing for direct integration of multiview PMP measurements without

equiring any additional calibration of camera extrinsic parameters. In

ddition, our method captures only a single static scene without chang-

ng the target ’s orientation, which minimizes any potential errors that

ight occur while operating the target, while conducting calibration

nd scanning. Finally, our calibration does not require any constraints

n the setup or any additional expensive instruments, such as a high-

recision Z-stage. The following section presents more details of the

uggested method. 

. Multiview PMP calibration 

Typical PMP calibration methods focus on calculating only height

nformation from phase shifts. In contrast, we extend the traditional

ormulation from phase to height in order to devise a novel PMP model

hat yields 3D global coordinates. Using our novel calibration target, we

an calibrate coefficients of our PMP model from a single static scene

ithout moving and rotating the target for both multi-view and multi-

rojector configurations. The proposed PMP model is a total calibration

rocess of a system that consists of a camera and a projector. In partic-

lar, no separate calibration of the projector is required. 

http://dx.doi.org/10.1016/j.optlaseng.2017.06.012
http://www.ScienceDirect.com
http://www.elsevier.com/locate/optlaseng
http://crossmark.crossref.org/dialog/?doi=10.1016/j.optlaseng.2017.06.012&domain=pdf
mailto:minhkim@vclab.kaist.ac.kr
http://dx.doi.org/10.1016/j.optlaseng.2017.06.012
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Fig. 1. (a) Schematic diagram of our multi-sensor PMP setup. Images (b) and (c) compare a theoretical pinhole model for a camera and a projector and a lens model for both real devices.

Refer to Section 4.2 for detailed discussions on the differences of these models.
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.1. Phase to height 

Our calibration starts to determine the geometric relationship from

hase to height by inheriting the PMP parameterization [1] . Suppose we

ave a pair of a pinhole camera and a pinhole projector in a system (each

enter of projection is represented as F and F L ) as shown in Fig. 1 (a).

efer to Section 4.2 for more detailed discussion between the pinhole

nd the lens camera model. 

When a pixel A of phase 𝜙 from the projector illuminates an object

urface, the camera captures the phase 𝜙 at a point P as a pixel B in the

amera frame. Depending on the height z P at the point P , a different

hase is captured at the pixel B . By formulating this relationship, we

an derive a height z P at a pixel ( i, j ) from a given phase 𝜙, following

u et al. [1] : 

𝐷( 𝜙, 𝑖, 𝑗) 
= 

𝐶 0 + 𝐶 1 𝜙 + ( 𝐶 2 + 𝐶 3 𝜙) 𝑖 + ( 𝐶 4 + 𝐶 5 𝜙) 𝑗
𝐷 0 + 𝐷 1 𝜙 + ( 𝐷 2 + 𝐷 3 𝜙) 𝑖 + ( 𝐷 4 + 𝐷 5 𝜙) 𝑗 

, (1)

here 𝐶 0 , … , 𝐶 5 and 𝐷 0 , … , 𝐷 5 are twelve unknown coefficients that

escribe the geometric relationship and properties of the camera and the

rojector. We can determine these coefficients by solving an objective

unction S z with a set of images with M pixels captured with different

hases of a height-known target object: 

 𝑧 = 

𝑀 ∑
𝑘 =1 

[
𝐶( 𝜙𝑘 , 𝑖 𝑘 , 𝑗 𝑘 ) ∕ 𝐷( 𝜙𝑘 , 𝑖 𝑘 , 𝑗 𝑘 ) − 𝑧 𝑘 

]2 
. (2)

e solve the objective function S z by using linear approximation

hrough partial derivatives. Note that in this formulation ( Eq. (1) ), the

eight information is stored per pixel in the camera frame. Therefore,

 and y coordinates in the global frame are still unknown, unless cali-

rating the parameters of the camera using the Zhang method [7] or an

dditional calibration with moving the scene. 

.2. Phase to 3D global coordinates 

As shown in Fig. 1 (a), a point on an object can be presented in both

he camera coordinates ( x ′ , y ′ , z ′ ) and the global coordinates ( x, y, z ),

espectively. Since our objective is to measure global coordinates ( x P ,

 P , z P ) of point P , we next describe how to determine xy -plane global

oordinates in addition to z P , which we can derive from Eq. (1) . Suppose

 point P on an object, a pixel point B on the screen and the center of

rojection (COP) F of the camera are co-linear. We can derive a simple

roportional expression of three points ’ x and z coordinates in the global

rame: 𝑥 𝐹 − 𝑥 𝐵 ∶ 𝑥 𝐹 − 𝑥 𝑃 = 𝑧 𝐹 − 𝑧 𝐵 ∶ 𝑧 𝐹 − 𝑧 𝑃 . We can then rewrite this

xpression to determine x P : 

 = 𝑥 − ( 𝑥 − 𝑥 )( 𝑧 − 𝑧 ) ∕ ( 𝑧 − 𝑧 ) . (3)
𝑃 𝐹 𝐹 𝐵 𝐹 𝑃 𝐹 𝐵 

119
𝑧𝑃 

In order to obtain global coordinates from captured images, we can

ubstitute the global coordinates x B and z B of the pixel point B with cor-

esponding screen coordinates 𝑥 ′
𝐵 

and 𝑧 ′
𝐵 

. The transformation between

lobal and screen coordinates is formulated as general Euler rotations

nd translation as follows: 

 

 

 

 

𝑥 𝐵 
𝑦 𝐵 
𝑧 𝐵 

⎤ ⎥ ⎥ ⎦ 
= 

⎡ ⎢ ⎢ ⎣ 
𝑥 𝑄 
𝑦 𝑄 
𝑧 𝑄 

⎤ ⎥ ⎥ ⎦ 
+ 𝑅 𝑧 ( 𝛾) 𝑅 𝑦 ( 𝛽) 𝑅 𝑥 ( 𝛼) 

⎡ ⎢ ⎢ ⎣ 
𝑥 ′
𝐵 

𝑦 ′
𝐵 

𝑧 ′
𝐵

⎤ ⎥ ⎥ ⎦ 
, (4)

here 𝛼, 𝛽 and 𝛾 are rotating angles for each axis from the camera to

he global coordinates. Note that 𝑧 ′
𝐵 

is set to zero as B stands on the

mage plane. After substituting x B and z B in Eq. (3) using Eq. (4) , we

an rewrite the expression for x P : 

 𝑃 = 

( 𝑧 𝑃 − 𝑧 𝐹 )( 𝑥 𝑄 + cos 𝛽 cos 𝛾 ⋅ 𝑥 ′
𝐵 
)

𝑧 𝑄 − sin 𝛽 ⋅ 𝑥 ′
𝐵 
+ sin 𝛼 cos 𝛽 ⋅ 𝑦 ′

𝐵 
− 𝑧 𝐹

+ 

( 𝑧 𝑃 − 𝑧 𝐹 )(− cos 𝛼 sin 𝛾 + sin 𝛼 sin 𝛽 cos 𝛾) 𝑦 ′
𝐵

𝑧 𝑄 − sin 𝛽 ⋅ 𝑥 ′
𝐵 
+ sin 𝛼 cos 𝛽 ⋅ 𝑦 ′

𝐵 
− 𝑧 𝐹

+ 

( 𝑧 𝑄 − sin 𝛽 ⋅ 𝑥 ′
𝐵 
+ sin 𝛼 cos 𝛽 ⋅ 𝑦 ′

𝐵 
− 𝑧 𝑃 ) 𝑥 𝐹 

𝑧 𝑄 − sin 𝛽 ⋅ 𝑥 ′
𝐵 
+ sin 𝛼 cos 𝛽 ⋅ 𝑦 ′

𝐵 
− 𝑧 𝐹

. (5)

In this equation, except the screen coordinates ( 𝑥 ′
𝐵
, 𝑦 ′

𝐵 
) of the pixel

oint B , and the object height ( z P ), the rest of the variables remain con-

tant: the global coordinates of COP ( x F , y F , z F ), the global coordinates

f the origin of the camera plane ( x Q , z Q ), and the XYZ rotation an-

les of the camera frame ( 𝛼, 𝛽 and 𝛾) as long as the geometric con-

guration of system elements remains unchanged. We hence can sub-

titute these variables as constan ts: − 𝑧 𝐹 𝑥 𝑄 + 𝑧 𝑄 𝑥 𝐹 → 𝐸 1 , − cos 𝛽 cos 𝛾 ⋅
 𝐹 − sin 𝛽 ⋅ 𝑥 𝐹 → 𝐸 2 , ( cos 𝛼 sin 𝛾 − sin 𝛼 sin 𝛽 cos 𝛾) ⋅ 𝑧 𝐹 + sin 𝛼 cos 𝛽 ⋅ 𝑥 𝐹 →
 3 , 𝑥 𝑄 − 𝑥 𝐹 → 𝐸 4 , cos 𝛽cos 𝛾 → E 5 , − cos 𝛼 sin 𝛾 + sin 𝛼 sin 𝛽 cos 𝛾 → 𝐸 6 ,

 𝑄 − 𝑧 𝐹 → 𝐸 7 , − sin 𝛽 → 𝐸 8 and sin 𝛼cos 𝛽 → E 9 . We can write Eq. (5) as

ollow: 

 𝑃 = 

𝐸 1 + 𝐸 2 𝑥 
′
𝐵
+ 𝐸 3 𝑦 

′
𝐵
+ ( 𝐸 4 + 𝐸 5 𝑥 

′
𝐵 
+ 𝐸 6 𝑦 

′
𝐵 
)

( 𝐸 7 + 𝐸 8 𝑥 
′
𝐵 
+ 𝐸 9 𝑦 

′
𝐵 
)

. (6)

Our goal is to estimate the global coordinates of the object from cap-

ured phases. Therefore, we need to formulate Eq. (6) as an expression

or ( 𝜙, i, j ). Note that the screen coordinates ( 𝑥 ′
𝐵 
, 𝑦 ′

𝐵 
) in Eq. (6) are the

ame as the pixel position ( i, j ) in Eq. (1) . We also can substitute z P with

q. (1) to rewrite Eq. (6) as follows: 

 𝑃 = 

𝐺( 𝜙, 𝑖, 𝑗)
𝐻( 𝜙, 𝑖, 𝑗) 

(7)
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Fig. 2. (a) presents our experimental setup. (b) our calibration target. (c) shows the captured image of the target from a view.
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2 + 𝐺 7 𝑗 

2

+ 𝐺 8 𝑖𝑗 + 𝐺 9 𝜙𝑖 
2 + 𝐺 10 𝜙𝑗 

2 + 𝐺 11 𝜙𝑖𝑗,

( 𝜙, 𝑖, 𝑗) = 𝐻 0 + 𝐻 1 𝜙 + 𝐻 2 𝑖 + 𝐻 3 𝑗 + 𝐻 4 𝜙𝑖 + 𝐻 5 𝜙𝑗 + 𝐻 6 𝑖 
2 + 𝐻 7 𝑗 

2

+ 𝐻 8 𝑖𝑗 + 𝐻 9 𝜙𝑖 
2 + 𝐻 10 𝜙𝑗 

2 + 𝐻 11 𝜙𝑖𝑗,

here 𝐺 0 , … , 𝐺 11 and 𝐻 0 , … , 𝐻 11 are the constant coefficients on static

MP setup. These unknown coefficients can be estimated through our

MP calibration by minimizing the following objective function S x using

 -known N x pixels: 

 𝑥 = 

𝑁 𝑥 ∑
𝑘 =1 

[
𝐺( 𝜙𝑘 , 𝑖 𝑘 , 𝑗 𝑘 ) ∕ 𝐻( 𝜙𝑘 , 𝑖 𝑘 , 𝑗 𝑘 ) − 𝑥 𝑘 

]2 
. (8)

n the same manner, the phase-to- y mapping model and the objec-

ive function for y P can be derived. This allows us to determine three-

imensional global coordinates of a point P from the captured phase 𝜙

nd pixel position ( i, j ) of P , without additional calibration process. 

.3. Calibration target design 

While the Du and Wang calibration method [1] determines 12 coef-

cients in Eq. (1) using standard gauge blocks, our calibration needs to

etermine 24 coefficients for both the x and y axes of the global coordi-

ate system, respectively, in addition to 12 coefficients for height. To do

o, we design a novel calibration target that has multiple gauge blocks

f different heights with uniform x, y grid lines on the top of blocks.

ifferent from existing calibration methods with multiple gauge blocks

1,3,4] , we map the grid lines to x -known and y -known pixels for deter-

ining unknown coefficients in Eq. (7) . In our experiment, the heights

f the used blocks are 0 (ground), 5, 10, and 20 mm, and the interval

etween grid lines is 5 mm. The object in Fig. 1 (a) shows a schematic

verview of calibration target. And Fig. 2 (b) and (c) show our prototype

alibration target and a captured image from one view. The red line of

he gauge blocks is mapped to the x axis in the global frame, while the

reen line is mapped to the y axis. The yellow dot highlights the cross

ection of these two axes; i.e., the yellow point is mapped to the origin

f the global coordinate system. 

.4. Phase extraction 

We use four-phase intervals of 𝜋/2 for each frequency to detect

hase 𝜙 at pixel ( x, y ), as with typical PMP methods [4,17] : 𝐼 𝑖 ( 𝑥, 𝑦 ) =
 𝑏 ( 𝑥, 𝑦 ) + 𝐼 𝑎 ( 𝑥, 𝑦 ) sin {2 𝜋 ⋅ 𝑓 ( 𝑥 ) + 𝜙( 𝑥, 𝑦 ) + ( 𝑖 − 1) 𝜋2 } , where I b is the base

ntensity of the sinusoidal pattern at a pixel ( x, y ), I a is the ampli-

ude of the intensity modulation, 𝜙 is the phase value in the sinu-

oidal pattern, and i ∈ [1, 4] indicates each phase shift. Since we have
120
our equations (with four phase-shifts) with three unknowns of I a , I b 
nd 𝜙 at a pixel ( x, y ), we can solve an overdetermined system using

( 𝑥, 𝑦 ) = tan −1 
[{
𝐼 1 ( 𝑥, 𝑦 ) − 𝐼 3 ( 𝑥, 𝑦 ) 

}
∕ 
{
𝐼 2 ( 𝑥, 𝑦 ) − 𝐼 4 ( 𝑥, 𝑦 ) 

}]
. The calculated

hase value from − 𝜋 to 𝜋 is transformed to the range of zero to 2 𝜋.

e illuminate four different frequencies in our experiments to utilize a

emporal unwrapping method [18] . 

. Results

To validate our proposed method, we implemented it as a prototype,

s shown in Fig. 2 (a). Our prototype includes five pairs of a camera

PointGrey Blackfly) and a DLP projector (AXAA P450) on a support-

ng structure. Fig. 2 (b) and (c) show our calibration target and an ac-

uired image from one view. First, we calibrated our system with the

roposed calibration method and our target. We then reconstruct sev-

ral objects a 5.3 mm-height cube with 5.0 mm-grid, a ceramic object

Chinese doll) and a chip of electronic circuit board to evaluate the mea-

urement, quantitatively and qualitatively. 

.1. Quantitative evaluation 

To validate the measurement accuracy and precision of our method,

e scanned 5.3 mm-height cube with 5.0 mm intervals grids, using 12

alid camera-projector PMP combinations in the system. (Since we use

 camera-project pairs, technically 25 combinations of the cameras and

rojectors are available. However, considering ray directions and occlu-

ions, we end up with 12 valid combinations. It will be discussed on

ection 4 .) 

We measured the height of 20 points ( P 1 to P 20 in Fig. 3 ) and length

f 29 edges ( L 1 to L 29 in Fig. 3 ) on the cube, which are visible from

oth cameras, yielding three-dimensional global coordinates. The right

lots show the average measured height of 20 points and the length of

9 lines from 12 valid combinations. It shows that our measurements

resent a strong agreement with the reference height and length. The

verage height error of 20 points from 12 valid PMP combinations is ap-

roximately 70.5 μm and the maximum error of the entire height mea-

urements is 219.3 μm. And the average standard deviation for height

easurement of 20 points from 12 valid PMPs is 82.0 μm. The aver-

ge length error of 29 lines is approximately 26.5 μm and the maximum

rror is 82.4 μm. And the average standard deviation for length measure-

ent of 29 lines from 12 valid PMPs is 31.1 μm. The low average error

rom this experiment supports that our proposed method is very accu-

ate compared with reference. And the low average standard deviation

rom 12 valid PMPs also support that our method are highly precise, i.e.,

ll these measured results from 12 valid PMPs are very accurate. Also,

easuring accurate Euclidean length means that our proposed method
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Fig. 3. Two view examples of a 5.3 mm-height cube with 5 mm grids. We measure the height of 20 points and the length of 29 edges visible from five different views (total 12 valid 

PMPs) and compare the measurements with the reference height (5.3 mm) and length (5.0 mm). Right plots show the results. 

(a) (b) (e)(d)(c)

(k) (l) (n)(m)

0.5300
0.3712
0.2123
0.0535
-0.0535

-0.5300
-0.3712
-0.2123

[mm]
(f) (g) (h) (i) (j)

Fig. 4. (a) – (d) Show individual scans from each PMP, and (e) shows an overlapped geometry. (f) – (i) present Euclidean distances of faces at each PMP from the averaged positions 

of overlapping regions of three different PMPs. Average distance is 102.0 μm and standard deviation is 105.1 μm. (j) exhibits a reconstructed geometry. (k) – (n) show our results with 

closeups. 
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stimates the accurate x, y and height coordinates in the global space.

hile the proposed method can provide high accuracy in general, sub-

ptimal results can be obtained when the angle difference between the

rojector ’s and the camera ’s horizontal axis is not sufficient for solving

q. (8) . Refer to Section 4.1 for more details. 

.2. Qualitative evaluation 

To validate the capability and quality of our multiview PMP

pproach, we scanned a ceramic object (Chinese doll), as shown in

ig. 4 . Images (a) to (d) show four individual geometries measured

y each PMP from different combinations. Each PMP reveals different

ides of the object geometry. Image (e) is an integrated geometry by

erely merging them. Since our multiview PMP yields 3D geometries

n the global coordinates, we can merge them without introducing any

ransformation among them. In the second row, Images (f) to (i) present
121 
uclidean distances ( quantitative error ) of faces from each PMP from the

veraged positions of overlapping regions from other PMP combina-

ions. Image (j) exhibits a combined geometry model reconstructed via

terative closest points. In the last row, we show results with close-ups.

ur multiview PMP method allows us to capture very fine geometry

n detail even on specular surfaces, e.g., a concave-shaped surface, as

hown in Images (k) – (n). 

Fig. 5 exhibits 3D inspection results of a chip (a). In particular, the

egs of the chip are thin and specular and thus high-quality 3D scanning

s challenging due to specularity and inter-reflection. Image (b) shows a

ingle-view PMP result. Image (c) presents our multi-view PMP result.

ultiview PMP allows us to avoid specular reflections at the mirror re-

ection angle. Since our method enables highly precise alignment of

ach PMP measurement, our result exhibits more accurate geometry of

pecular solder joints around legs. 
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Fig. 5. (a) A chip with specular parts. (b) a single PMP result. Geometry of legs and solder joints cannot be exactly captured due to specularity and inter-reflection. (c) our multiple 

PMPs result. We can take advantages of multiview PMP to avoid specularity, since our method allows for accurate alignment of multiple PMPs without additional calibration process. 

The green, white and red rectangles compare measurements between the single and the multiview PMPs. The three regions are measured from three different views in our multiview 

PMP setup. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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. Discussion and conclusion 

.1. View combinations 

Our multiview PMP allows us to utilize various combinations of cam-

ras and projectors for measuring 3D global geometry. However, owing

o the PMP characteristics, not all combinations cannot be used. For in-

tance, when the optical axis of the camera is the same as that of the

rojector, the PMP formulation becomes invalid. When the frame axes of

he camera and the projector are parallel, the formulation also becomes

nvalid. In our current setup that consists of five cameras and projec-

ors, we found 12 valid combinations among 25. Note that, in these 12

elected combinations, there are suboptimal results from a certain com-

inations of a camera and a project, where the horizontal axes of the

amera and the projector are significantly similar. We found that when

here is a large angle difference along the horizontal axis, the accuracy

f our measurement increases. The number of valid combinations could

e increased by adjusting the orientations and positions of the system

etup. 

.2. Real camera and projector 

While we assumed the pinhole camera in Section 2 , the real camera

as a lens rather than a pinhole. If there is no lens distortion, our model

an be applied to the real camera in the same manner. Because, in the

ens camera, a point P on an object, a pixel point B on the sensor and

he COP F of the camera are still co-linear, like a pinhole model (bold

lue line in Fig. 1 (b) and (c)). In case a lens introduce severe lens dis-

ortion in a real camera, we can correct it by using Huang et al. [3] .

ur method includes the lens distortion step to the phase to height con-

ersion model ( Eq. (1) ) following Du and Wang [1] . In addition, inter-

eflection between surfaces could be removed following [19] . It remains

s our future work. 

.3. Conclusion 

We have presented a novel multiview integrated PMP calibration

ethod that yields highly accurate 3D geometry in three-dimensional

lobal coordinates. Our calibration model can directly convert the phase

n pixel ( i, j ) to ( x, y, z ) global coordinates for any system that con-

ists of cameras and projectors, with no additional calibration process

ncluding projector calibration. It enables to integrate several PMP mea-

urements directly. And our new calibration target remains static while

alibrating the system setup, avoiding mechanical errors. In addition,

ur calibration is free from any physical constraints in the setup. Our

esults validate the accuracy and precision of our method and system.

nd it also shows the usefulness of the proposed integrated multiview

MP calibration approach. 
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